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Huge game trees

=> Fun to play!







Game State-space Branching Depth

Chess 1047 35 80

Go 10171 80 200

SCBW



Game State-space Branching Depth (pl.)

Chess 1057 ~35 ~80

Go 10430 ~250 ~211

SCBW 101685

StarCraft map: 128x128
Maximum number of units: 400

Considering only unit positions:
(128x128)400=16384400≈101685



Game State-space Branching Depth

Chess 1057 ~35 ~80

Go 10430 ~250 ~211

SCBW 101685 104 - 10200

Units: 4 – 200
Actions per unit: 10

Branching factor: 1050 - 10200



Game State-space Branching Depth

Chess 1057 ~35 ~80

Go 10430 ~250 ~211

SCBW 101685 104 - 10200 36000

Length of a game: 25 minutes

25 min x 60 sec x 24 iteration/sec = 36000





Layers of control
• Strategic – Army/Base level

• Build, research, muster, expand, manage groups

• Tactical – Group level

• Move, attack, siege, defend

• Reactive – Unit Level

• Engage, withdraw, use ability





 Not addressed much
 Partial observability is a big problem as the first

encounter with the enemy is done usually after
2-4 minutes (depth 2 880 – 5 760) 

 Even though we have a lot of replays, if you 
consider the number of maps, combination of 
races and different initial positions, the data set 
is not big enough in each bucket

 Human players have already converged to 
many viable opening strategies



“Poor man’s solution”
 Pick existing strategy and implement its build

order via rule-based systems
 Zerg: 6-pool rush, Lurker rugh, Mutarush, …
 Terran: Bunker-push, Tank-push, …
 Protoss: Zealot rush, Photon cannon rush, …
 Suitability depends on the map and initial base 

positions
 Typically each bot implements one to a few 

strategies





Abstraction 
for map Benzene

Uriarte, Alberto, and Santiago Ontañón. "Game-tree search over high-level game states in RTS games." Tenth 

Artificial Intelligence and Interactive Digital Entertainment Conference. 2014.



Abstraction 
for map Benzene

Perkins’ algorithm
to decompose
a map into
regions
and chokepoints.

Uriarte, Alberto, and Santiago Ontañón. "Game-tree search over high-level game states in RTS games." Tenth 

Artificial Intelligence and Interactive Digital Entertainment Conference. 2014.



Abstraction 
for map Benzene

Chokepoints (20)
are deviding
regions (15).

Uriarte, Alberto, and Santiago Ontañón. "Game-tree search over high-level game states in RTS games." Tenth 

Artificial Intelligence and Interactive Digital Entertainment Conference. 2014.



Abstraction 
for map Benzene

Distance matrix
precomputed
between regions.
(Mind the air units.)

Uriarte, Alberto, and Santiago Ontañón. "Game-tree search over high-level game states in RTS games." Tenth 

Artificial Intelligence and Interactive Digital Entertainment Conference. 2014.
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G1: 
move 2, idle
G2: 
move 1, move 3, idle

=> Branching factor 6



Uriarte, Alberto, and Santiago Ontañón. "Game-tree search over high-level game states in RTS games." Tenth 

Artificial Intelligence and Interactive Digital Entertainment Conference. 2014.

SCBW player is managing
about 8 groups.

Avg.# of region links ~ 4

 4 move + 1 idle action

 58 = 4.105 branching factor in a late game phase

Much smaller during early/mid game phases.



Uriarte, Alberto, and Santiago Ontañón. "Game-tree search over high-level game states in RTS games." Tenth 

Artificial Intelligence and Interactive Digital Entertainment Conference. 2014.

Search is doable
 ABCD
 MCTSCD

(discussed later)









Red player: 22 units (4 station.)
Possible actions (roughly): 

918 x 84 ~ 1020

Blue payer: 47 unit
Possible actions (roug.):

947 ~ 1087

Local “search” to prune
the action space.



Churchill, David, Abdallah Saffidine, and Michael Buro. "Fast Heuristic Search for RTS Game Combat 

Scenarios." Eighth Artificial Intelligence and Interactive Digital Entertainment Conference. 2012.

Closest attack closest unit
Kiting attack closest unit than escape
AV attack highest dpf(u)/hp(u)
NOK-Closest attack closest unit if not to receiving lethal dmg
NOK-AV NOK but attack via AV
Kiting-AV hit and run, choose target via AV
Kiting-NOK-AV kiting but choose NOK-AV

Script: S -> A

For a given state s, it gives an action to 
perform. Usually O(N).

Action space -> Script space
Instead of actions, we use scripts.



Red player: 22 units (4 station.)
Possible actions (low-level): 

918 x 84 ~ 1020

Blue payer: 47 unit
Possible actions (low-l.):

947 ~ 1087

Local “search” to prune
the action space.



Red player: 22 units (4 station.)
Possible actions (2 scripts): 

218 = 262 144

Blue payer: 47 unit
Possible actions (2 scr.):

247 ~ 1053



Red player: 22 units (4 station.)
Possible actions (2 scripts): 

218 = 262 144

Blue payer: 47 unit
Possible actions (1 scr.):

1

Evaluating a script 
costs non-trivial time,
typically O(N)!
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NOK-AV(s) = NOK-AV DFS
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 Heuristic search algorithm, similar to minimax but expands the 
tree in „asymmetric“ fashion

 4 steps (Nodes are annotated [#wins]/[#visits])

Source: 
Wikipedia
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ε-greedy tree policy with ε = 0.2

Default policy = random move selection 

Simultaneous node = Alt policy

Limited the depth of the tree policy to 10

MCTSCD for 2,000 playouts with a length of 

7,200 game frames.

Group actions: Idle, Move adjacent, attack
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Churchill, David, and Michael Buro. "Portfolio greedy search and simulation for large-scale combat in 
StarCraft." Computational Intelligence in Games (CIG), 2013 IEEE Conference on. IEEE, 2013.

Idea: let them fight against each other iterating best assignment of scripts to units
while using playout to determine the outcome.
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VIDEO EXAMPLE



 Branching factor for movement of 7 units is about 2.7 ∗ 1012

 Don’t search in action space, search in script space

u1: Move (1,1)
u2: Move (2,1)

u3: Attack 
(0,0)

u1: Move (1,2)
u2: Move (2,1)

u3: Attack 
(0,0)

u1: Attack
u2: Flee

u3: Regroup

u1: Attack
u2: Attack

u3: Regroup

Branching factor for 7 units and 3 scripts is 37 = 2187





 MCTS returns  i ∈ {0, 1} – lose/win
 One bit of information

 Statistically sufficient given many playouts
 Combat is just a subproblem

 MCTS_HP: Analyze the state
and return 𝑥 ∈ −1; 1 instead
 Map HP remaining to interval [−1; 1]

 Works for fewer playouts

 Guides the search better



 Round robin tournaments
 Various unit counts – from 3vs3 to 64vs64
 Scripts: Kiter, NOK-AV

 Search methods
 Portfolio greedy search (Churchill, Buro 2013)
▪ Time limit 500ms, various I and R

 MCTS in script space – similar to (Justesen et al. 
2014)
▪ Time limit: 100ms, 500ms, 2000ms

 MCTS considering HP (our algorithm)
▪ Time limit: 100ms, 500ms, 200ms














